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In the area of computer vision, deep learning techniques have
recently been used to predict whether urban scenes are likely to
be considered beautiful: it turns out that these techniques are
able to make accurate predictions. Yet they fall short when it
comes to generating actionable insights for urban design. To
support urban interventions, one needs to go beyond
predicting beauty, and tackle the challenge of recreating
beauty. Unfortunately, deep learning techniques have not
been designed with that challenge in mind. Given their
‘black-box nature’, these models cannot be directly used to
explain why a particular urban scene is deemed to be
beautiful. To partly fix that, we propose a deep learning
framework (which we name FaceLift1) that is able to both
beautify existing urban scenes (Google Street Views) and
explain which urban elements make those transformed scenes
beautiful. To quantitatively evaluate our framework, we
cannot resort to any existing metric (as the research problem
at hand has never been tackled before) and need to formulate
new ones. These new metrics should ideally capture the
presence (or absence) of elements that make urban spaces
great. Upon a review of the urban planning literature, we
identify five main metrics: walkability, green spaces,
openness, landmarks and visual complexity. We find that,
across all the five metrics, the beautified scenes meet the
expectations set by the literature on what great spaces tend
to be made of. This result is further confirmed by a 20-
participant expert survey in which FaceLift has been found
to be effective in promoting citizen participation. All this
suggests that, in the future, as our framework’s components
are further researched and become better and more
sophisticated, it is not hard to imagine technologies that will
be able to accurately and efficiently support architects and
planners in the design of the spaces we intuitively love.
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1. Introduction

Whether a street is considered beautiful is subjective, yet research has shown that there are specific urban
elements that are universally considered beautiful: from greenery, to small streets, to memorable spaces
[1–3]. These elements are those that contribute to the creation of what the urban sociologist Jane Jacobs
called ‘urban vitality’ [4].

Given that, it comes as no surprise that computer vision techniques can automatically analyse
pictures of urban scenes and accurately determine the extent to which these scenes are considered, on
average, beautiful. Deep learning has greatly contributed to increase these techniques’ accuracy [5].

However, urban planners and architects are interested in urban interventions and, as such, they
would welcome machine learning technologies that help them recreate beauty in urban design [6]
rather than simply predicting beauty scores. As we shall see in §2, deep learning, by itself, is not fit
for purpose. It is not meant to recreate beautiful scenes, not least because it cannot provide any
explanation on why a scene is deemed beautiful, or which urban elements are predictors of beauty.

To partly fix that, we propose a deep learning framework (which we name FaceLift) that is able to
both generate a beautiful scene (or, better, beautify an existing one) and explain which parts make that
scene beautiful. Our work contributes to the field of urban informatics, an interdisciplinary area of
research that studies practices and experiences across urban contexts and creates new digital tools to
improve those experiences [7,8]. Specifically, we make two main contributions:

— We propose a deep learning framework that is able to learn whether a particular set of Google Street
Views (urban scenes) are beautiful or not, and based on that training, the framework is then able to
both beautify existing views and explain which urban elements make them beautiful (§3).

— We quantitatively evaluate whether the framework is able to actually produce beautified scenes (§4).
We do so by proposing a family of five urban design metrics that we have formulated based on a
thorough review of the literature in urban planning. For all these five metrics, the framework
passes with flying colours: with minimal interventions, beautified scenes are twice as walkable as
the original ones, for example. Also, after building an interactive tool with ‘FaceLifted’ scenes in
Boston and presenting it to 20 experts in architecture, we found that the majority of them agreed
on three main areas of our work’s impact: decision making, participatory urbanism and the
promotion of restorative spaces.

2. Related work
Previous work has focused on: collecting ground truth data about how people perceive urban spaces;
predicting urban qualities from visual data; and generating synthetic images that enhance a given
quality (e.g. beauty).

2.1. Perception of physical spaces
From Jane Jacobs’s seminal work on urban vitality [4] to Christopher Alexander’s cataloguing of typical
‘patterns’ of good urban design [1], there has been a continuous effort to understand what makes our
cities liveable and enjoyable. In the fields of psychology, environmental design and behavioural
sciences, research has studied the relationship between urban aesthetics [9] and a variety of objective
measures (e.g. scene complexity [10], the presence of nature [11]) and subjective ones (e.g. people’s
affective responses [12]).

2.2. Ground truth of urban perceptions
So far, the most detailed studies of perceptions of urban environments and their visual appearance have
relied on personal interviews and observation: some researchers relied on annotations of video
recordings by experts [13], while others have used participant ratings of simulated (rather than
existing) street scenes [14]. The Web has recently been used to survey a large number of individuals.
Place Pulse is a website that asks a series of binary perception questions (such as ‘Which place looks
safer [between the two]?’) across a large number of geo-tagged images [3]. In a similar way, Quercia
et al. collected pairwise judgements about the extent to which urban scenes are considered quiet,
beautiful and happy [2] to then recommend pleasant paths in the city [15]. They were then able to
analyse the scenes together with their ratings using image-processing tools, and found that the
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amount of greenery in any given scene was associated with all three attributes and that cars and fortress-

like buildings were associated with sadness. Taken all together, their results pointed in the same
direction: urban elements that hinder social interactions were undesirable, while elements that increase
interactions were the ones that should be integrated by urban planners to retrofit cities for happiness.
Urban perceptions translate in concrete outcomes. Based on 3.3k self-reported survey responses, Ball
et al. [16] found that urban scenes that are aesthetically beautiful not only are visually pleasurable but
also promote walkability. Similar findings were obtained by Giles-Corti et al. [17].

2.3. Deep learning and the city
Computer vision techniques have increasingly become more sophisticated. Deep learning techniques, in
particular, have been recently used to accurately predict urban beauty [5,18], urban change [19] and even
crime [20,21]. Recent works have also shown the utility of deep learning techniques in predicting house
prices from urban frontages [22], and from a combination of satellite data and street view images [23].

2.4. Generative models
Since the introduction of generative adversarial networks (GANs) [24], deep learning has been used not
only to analyse existing images but also to generate new ones altogether. This family of deep networks
has evolved into various forms, from super-resolution image generators [25] to fine-grained in-painting
technologies [26]. Recent approaches have been used to generate images conditioned on specific visual
attributes [27], and these images range from faces [28] to people [29]. In a similar vein, Nguyen et al.
[30] used generative networks to create a natural-looking image that maximizes a specific neuron (the
beauty neuron). In theory, the resulting image is the one that ‘best activates’ the neuron under
consideration. In practice, it is still a synthetic template that needs further processing to look realistic.
Finally, with the recent advancement in augmented reality, the application of GANs to generate urban
objects in simulated urban scenes have also been attempted [31].

To sum up, a lot of work has gone into collecting ground truth data about how people tend to
perceive urban spaces, and into building accurate predictions models of urban qualities. Yet little
work has gone into models that generate realistic urban scenes that maximize a specific property and
that offer human-interpretable explanations of what they generate.

3. FaceLift framework
The main goal of FaceLift is to beautify an existing urban scene and explain its beautification. To meet
that goal, it performs five steps:

Step 1: Curating urban scenes. Deep learning systems need considerable amounts of training data. Our
initial set of data is limited, and, to augment it, we develop a new way of curating and augmenting the
number of annotated images.

Step 2: Training a beauty classifier. We design and train a deep learning model that is able to
distinguish beautiful urban scenes from non-beautiful ones.

Step 3: Generating a synthetic beautified scene. Based on our classifier’s learned representation of
beauty, we train a generative model that is able to beautify an urban scene in input.

Step 4: Retrieving a realistic beautified scene. The generated image has a ‘synthetic look’—it does not
look realistic. To fix that, we retrieve the image in the set of curated urban scenes most similar to the
generated one. We use the Euclidean distance to compute similarity.

Step 5: Identifying the urban elements characterizing the beautified scene. In the final step, the
framework explains the changes introduced in the transformation process by comparing the
beautified scene to the original one in terms of addition and removal of specific urban elements.
An end-to-end illustration of the Facelift framework can be seen in figure 1.

3.1. Step 1: Curating urban scenes
Tobeginwith,weneedhighly curated trainingdatawith labels reflectingurbanbeauty.We startwith thePlace
Pulse dataset that contains a set of 110 000 Google Street View images from 56major cities across 28 countries
around the world [5]. The pictures were labelled by volunteers through an ad hoc crowdsourcing website.2
2See http://pulse.media.mit.edu.

http://pulse.media.mit.edu
http://pulse.media.mit.edu
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Figure 1. An illustration of the FaceLift framework. The training data of urban scenes with beautiful and ugly labels is fed into the FaceLift
algorithms (the generative adversarial network and convolutional neural network models). These transform the original image into its
beautified version. The two images—original and beautified—are compared in terms of urban elements that have been added or removed.
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Volunteers were shown random pairs of images and asked to select which scene looked more beautiful, safe,
lively, boring, wealthy and depressing. At the time of writing, 1.2 million pairwise comparisons were
generated by 82 000 online volunteers from 162 countries, with a good mix of people residing in both
developed and developing countries. To our knowledge, no independent systematic analysis of the biases
of Place Pulse has been conducted yet. However, it is reasonable to expect that representation biases are
minimized by the substantial size of the dataset, the wide variety of places represented, and the diversity of
gender, racial and cultural backgrounds of the raters. We focus only on those scenes that are labelled in
terms of beauty (the focus of this study) and that have at least three judgements. This leave us with
roughly 20 000 scenes. To transform judgements into beauty scores, we use the TrueSkill algorithm [32],
which gives us a way of partitioning the scenes into two sets (figure 2): one containing beautiful scenes,
and the other containing ugly scenes. The resulting set of scenes is too small for training any deep learning
model without avoiding over-fitting though. As such, we need to augment such a set.

We do so in two ways. First, we feed each scene’s location into the Google Street View API (application
programming interface) to obtain the snapshots of the same location at different camera angles (i.e. at
θ∈−30°, −15°, 15°, 30°). Yet the resulting dataset is still too small for robust training. So we again feed each
scene’s location into the Google Street View API, but this time we do so to obtain scenes at increasing
distance d∈ {10, 20, 40, 60} metres. A real example of one such augmentation instance can be seen in
figure 3). This expands our set of scenes, but does so at the price of introducing scenes whose beauty scores
have little to do with the original one’s. To fix that, we take only the scenes that are similar to the original
one (we call this way of augmenting ‘conservative translation’). Two scenes are considered similar if the
similarity of their two feature vectors (derived from the FC7 layer of PlacesNet [33]) is above a certain
threshold. In a conservative fashion, we choose that threshold to be the median similarity between rotated
and original scenes.

To make sure this additional augmentation has not introduced any unwanted noise, we consider two
sets of scenes: one containing those that have been taken during this last step, i.e. the one with high
similarity to the original scenes (taken-set), and the other containing those that have been filtered away
( filtered-set). Each scene is represented with the five most confident scene labels extracted by PlacesNet
[33]. We then aggregate labels at set level by computing each label’s frequency fr on the taken-set and
that on the filtered-set. Finally, we characterize each label’s propensity to be correctly augmented as:
prone (label) = fr(label, taken-set)− fr(label, filtered-set). This reflects the extent to which a scene with a
given label is prone to be augmented or not. From figure 4, we find that, as one would expect, scenes
that contain highways, fields and bridges can be augmented at increasing distances while still
showing resemblances to the original scene; by contrast, scenes that contain gardens, residential
neighbourhoods, plazas and skyscrapers cannot be easily augmented, as they are often found in high-
density parts of the city in which diversity within short distances is likely to be experienced.

3.2. Step 2: Training a beauty classifier
Having this highly curated set of labelled urban scenes, we are now ready to train a classifier. We choose
the CaffeNet architecture as our classifier C. This is a modified version of AlexNet [34,35]. Its Softmax
layer classifies the input image into one of two classes of beautiful(1) and ugly(0).

Having C at hand, we now turn to training it. The training is done on a 70% split of each of the
training sets, and the testing on the remaining 30%. The training sets are constructed as increasingly
augmented sets of data. We start from our 20 000 images and progressively augment them with the
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Figure 3. Two types of augmentation: (a) rotation of the Street Views camera and (b) translation of scenes at increasing distances.
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Figure 2. Frequency distribution of beauty scores. The red and green lines represent the thresholds below and above which images
are considered ugly and beautiful. Conservatively, images in between are discarded.
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snapshots obtained with the five-angle camera rotations, and then with the exploration of scenes at
increasing distance d∈ {10, 20, 40, 60} metres. The idea behind this data augmentation is that the
model’s accuracy should increase with increasing levels of augmentation. Indeed it does (table 1): it
goes from 63% on the set of original scenes to a value as high as 73.5% on the set of fully augmented
scenes, which is a notable increase in accuracy for this type of classification tasks (the state-of-the-art
classifier was reported to have an accuracy of 70% [5]).

3.3. Step 3: Generating a synthetic beautified scene
Having this trained classifier at hand, we can then build a generator of synthetic beautified scenes. To build
such a generator, we retrain the generative adversarial network (GAN) described by Dosovitskiy & Brox
[36] on our curated urban scene dataset (summary of terms can be found in table 2). This network is
trained by maximizing the confusion for the discriminator between the generated images G( f ) and the
original ones If [24]. Some examples of the output of this generator can be seen in table 3. This table
shows the comparison between the original If and the GAN’s generated image G(f) side by side. The
resulting generator is concatenated with our beauty classifier (figure 5). As a result, given the two
classes of ugly yi and beautiful yj, the end-to-end model transforms any original scene Ii of class yi (e.g.
ugly scene) into template scene Îj that maximizes class yj (e.g. beautified template scene).
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Figure 4. The types of scene that have greater propensity to be correctly augmented with similar scenes at increasing distances.

Table 1. Percentage accuracy for our beauty classifier trained on sets of urban scenes that have been differently augmented.

augmentation accuracy (percentage)

none 63

rotation 68

rotation + translation 64

rotation + conservative translation 73.5

Table 2. Notation.

symbol meaning

Ii original urban scene

Y set of annotation classes for urban scenes (e.g. beautiful, ugly)

yi annotation class in Y (e.g. beautiful)

Îj template scene (synthetic image)

I0 target image

C beauty classifier
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More specifically, given an input image Ii known to be of class yi (e.g. ugly), our technique outputs Îj,
which is a more beautiful version of it (e.g. Ii is morphed towards the average representation of a
beautiful scene) while preserving the way Ii looks. The technique does so using the ‘Deep Generator
Network for Activation Maximization’ (DGN-AM) [30]. Given an input image Ii, DGN-AM iteratively
recalculates the colour of Ii’s pixels in a way the output image Îj both maximizes the activation of
neuron yj (e.g. the ‘beauty neuron’) and looks ‘photo realistic’. This is equivalent to finding the
feature vector f that maximizes the following expression:

Îj ¼ G(f) : argmax
f

(Cj(G(f))� lkfk), (3:1)

whereG( f ) is the image synthetically generated from the candidate feature vector f;Cj(G( f )) is the activation
value of neuron yj in the scene classifier C (the value to be maximized); λ is an L2 regularization term.

Here, the initialization of f is key. If f were to be initialized with random noise, the resulting G( f )
would be the average representation of category yj (of e.g. beauty). Instead, f is initialized with the



Table 3. Examples of our generator’s outputs. The original scenes and the generated ones are shown side by side.
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feature vector corresponding to Ii and, as such, the resulting maximized G( f ) is Ii’s version ‘morphed to
become more beautiful’. Some examples of this morphing process can be seen in table 4.

The input image is also key. It makes little sense to beautify an already beautiful image, not least
because such beautification process would result in a saturated template Îj. For this reason, to
generate an image that maximizes the beauty neuron in the classifier C, we restrict the input set to
ugly scenes. We do the opposite when maximizing the ugly neuron.
3.4. Step 4: Returning a realistic beautified scene
We now have template scene Îj (which is a synthetic beautified version of original scene Ii) and need to
retrieve a realistic-looking version of it. We do so by: (i) representing each of the scenes in our augmented
set plus the synthetic image Îj as a 4096-dimensional feature vector derived from the FC7 layer of the
PlacesNet [33], (ii) computing the Euclidean distance (as L2 Norm) between Îj’s feature vector and
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Figure 5. Architecture of the synthetic beauty generator. This consists of a generator of synthetic scenes concatenated with a beauty
classifier. The green block is the beauty-maximized template Îj , which is subject to forward and backward passes (red arrow) when
optimizing for beauty.
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each original scene’s feature vector, and (iii) selecting the scene in our augmented set most similar
(smaller distance) to Îj. This results into the selection of the beautified scene Ij.

3.5. Step 5: Identifying characterizing urban elements
Since original scene Ii and beautified scene Ij are real scenes with the same structural characteristics (e.g.
point of view, layout), we can easily compare them in terms of presence or absence of urban elements
extracted by computer vision tools such as SegNet and PlacesNet. That is, we can determine how the
original scene and its beautified version differ in terms of urban design elements.

4. Evaluation
The goal of FaceLift is to transform existing urban scenes into versions that: (i) people perceive more
beautiful, (ii) contain urban elements typical of great urban spaces, (iii) are easy to interpret, and (iv)
architects and urban planners find useful. To ascertain whether FaceLift meets that composite goal,
we answer the following questions next:

Q1 Do individuals perceive ‘FaceLifted’ scenes to be beautiful?
Q2 Does our framework produce scenes that possess urban elements typical of great spaces?
Q3 Which urban elements are mostly associated with beautiful scenes?
Q4 Do architects and urban planners find FaceLift useful?

4.1. Q1 People’s perceptions of beautified scenes
Toascertainwhether ‘FaceLifted’ scenes areperceivedby individuals as theyare supposed to,we ranacrowd-
sourcing experimentonAmazonMechanicalTurk.We randomlyselect 200 scenes, 100 beautiful and100ugly
(taken at the bottom 10 and top 10 percentiles of the Trueskill’s score distribution of figure 2). Our framework
then transforms each ugly scene into its beautified version, and each beautiful scene into its corresponding
‘uglified’ version. These scenes are arranged into pairs, each of which contains the original scene and its
beautified or uglified version. On Mechanical Turk, we only select verified masters as our crowd-sourcing
workers (those with an approval rate above 90% during the past 30 days), pay them $0.1 per task, and ask
each of them to choose the most beautiful scene for each given pair. We make sure to have at least three
votes for each scene pair. Overall, our workers end up selecting the scenes that are actually beautiful 77.5%
of the times, suggesting that ‘FaceLifted’ scenes are indeed perceived to be more beautiful by people.

4.2. Q2 Are beautified scenes great urban spaces?
To answer that question, we need to understand what makes a space great. After reviewing the literature
in urban planning, we identify four factors associated with great places [1,37] (table 5): they mainly tend
to be walkable, offer greenery, feel cosy, and be visually rich.



Table 4. Examples of the ‘FaceLifting’ process, which tends to add greenery, narrow roads and pavements.

original (Ii) latent beauty representation (Î j) beautified (Ij)
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To automatically extract visual cues related to these four factors, we select 500 ugly scenes and 500
beautiful ones at random, transform them into their opposite aesthetic qualities (i.e. the ugly ones are
beautified, and the beautiful ones are ‘uglified’), and compare which urban elements related to the
four factors distinguish uglified scenes from beautified ones.



Table 5. Urban design metrics.

metric description

walkability walkable streets support people’s natural tendency to explore spaces [37–39]

green spaces the presence of greenery has repeatedly been found to impact people’s well-being [1]. Under certain

conditions, it could also promote social interactions [2]. Not all types of greenery have to be

considered the same though: dense forests or unkempt greens might well have a negative impact [4]

landmarks feeling lost is not a pleasant experience, and the presence of landmarks have been shown to

contribute to the legibility and navigability of spaces [2,37,40,41]

privacy–openness the sense of privacy conveyed by a place’s structure (as opposed to a sense of openness) impacts its

perception [37]

visual complexity visual complexity is a measure of how diverse an urban scene is in terms of design materials,

textures and objects [37]. The relationship between complexity and preferences generally follows

an ‘inverted-U’ shape: we prefer places of medium complexity rather than places of low or high

complexity [12]
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We extract labels from each of our 1000 scenes using two image classifiers. First, using PlacesNet [33], we
label each of our scenes according to a classification containing 205 labels (reflecting, for example,
landmarks, natural elements), and retain the five labels with highest confidence scores for the scene. We
used a list of eight properties of walkable streets defined in previous work [42] as a guide to manually
select only the PlacesNet labels that are related to walkability. These labels include, for example: abbey,
plaza, courtyard, garden, picnic area and park (table 6 contains the exhaustive list). Second, using Segnet
[43], we label each of our scenes according to a classification containing 12 labels. That is because Segnet
is trained on dash-cam images, and classifies each scene pixel with one of these 12 labels: road, sky, trees,
buildings, poles, signage, pedestrians, vehicles, bicycles, pavement, fences and road markings.

Having these two ways of labelling scenes, we can now test whether the expectations set by the
literature of what makes urban spaces great (table 5) are met in the FaceLifted scenes.

4.2.1. H1 Beautified scenes tend to be walkable.

We manually select only the PlacesNet labels that are related to walkability. These labels include, for
example, abbey, plaza, courtyard, garden, picnic area and park. To test hypothesis H1, we count the
number of walkability-related labels found in beautified scenes as opposed to those found in uglified
scenes (figure 6): the former contain twice as many walkability labels than the latter. We then
determine which types of scenes are associated with beauty (figure 7). Unsurprisingly, beautified
scenes tend to show gardens, yards and small paths. By contrast, uglified ones tend to show built
environment features such as shop fronts and broad roads. It is worth noting that walkability often
acts as an enabler for other desirable properties of urban space (e.g. its restorative capability), and this
might be the ultimate reason why our measure of walkability correlates with beauty.

4.2.2. H2 Beautified scenes tend to offer green spaces

We manually select only the PlacesNet labels that are related to greenery. These labels include, for
example, fields, pasture, forest, ocean and beach. Then, in our 1000 scenes, to test hypothesis H2, we
count the number of nature-related labels found in beautified scenes as opposed to those found in
uglified scenes (figure 6): the former contain more than twice as many nature-related labels than the
latter. To test this hypothesis further, we compute the fraction of ‘tree’ pixels (using SegNet’s label
‘tree’) in beautified and uglified scenes, and find that beautification adds 32% of tree pixels, while
uglification removes 17% of them.

4.2.3. H3 Beautified scenes tend to feel private and ‘cosy’

To test hypothesis H3, we count the fraction of pixels that Segnet labelled as ‘sky’ and show the results in
a bin plot in figure 8a: the x-axis has six bins (each of which represents a given range of sky fraction), and



Table 6. Classification of the PlacesNet labels into the four categories.

architectural walkable landmark natural

apartment building abbey airport badlands

building facade alley amphitheatre bamboo forest

construction site boardwalk amusement park canyon

courthouse botanical garden arch coast

driveway corridor baseball field corn field

doorway cottage garden baseball stadium creek

forest road courtyard basilica desert (sand)

garbage dump crosswalk bridge desert (vegetation)

golf course fairway castle field (cultivated)

highway food court cathedral field (wild)

hotel forest path cemetery mountain

ice skating rink formal garden church ocean

inn herb garden dam orchard

motel nursery dock pond

office building outdoor market fire station rainforest

outdoor swimming pool patio football stadium rice paddy

parking lot pavilion fountain river

railroad track picnic area gas station rock arch

residential neighbourhood playground harbour sand bar

restaurant plaza hospital sea cliff

runway shopfront lighthouse ski slope
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the y-axis shows the percentage of beautified versus uglified scenes that fall into each bin. Beautified
scenes tend to be cosier (lower sky presence) than the corresponding original scenes.

4.2.4. H4 Beautified scenes tend to be visually rich

To quantify to which extent scenes are visually rich, we measure their visual complexity [37] as the
amount of disorder in terms of distribution of (Segnet) urban elements in the scene

HI ¼ �
X

p(i) log p(i), (4:1)

where i is the ith Segnet’s label, and p(i) is the proportion of urban scene I containing the ith element. The
total number of labels is 12. The higher HI, the higher the scene’s entropy, that is, the higher the scene’s
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complexity. It has been suggested that the relationship between complexity and pleasantness follows an
‘inverted U’ shape [12]: we prefer places of medium complexity rather than places of low or high
complexity. To test that, we show the percentage of beautified scenes that fall into each complexity
bin (figure 8b): we do not find a strong evidence of the ‘inverted U’ shape hypothesis, in that,
beautified scenes are of low to medium complexity, while uglified ones are of high complexity.

4.3. Q3 Urban elements characterizing beautified scenes
To determinewhich urban elements are the best predictors of urban beauty and the extent towhich they are
so, we run a logistic regression, and, to ease interpretation, we do so on one pair of predictors at the time

Pr(beautiful) ¼ logit�1(aþ b1�V1 þ b2�V2 þ b3�V1:V2), (4:2)

where V1 is the fraction of the scene’s pixels marked with one Segnet’s label, say, ‘buildings’ (over the total
number of pixels), and V2 is the fraction of the scene’s pixels marked with another label, say, ‘trees’. The
result consists of three beta coefficients: β1 reflects V1’s contribution in predicting beauty, β2 reflects V2’s
contribution, and β3 is the interaction effect, that is, it reflects the contribution of the dependency
between V1 and V2 in predicting beauty. We run logistic regressions on the five factors that have been
found to be most predictive of urban beauty [1,2,37], and show the results in table 7.
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Table 7. Coefficients of logistic regressions run on one pair of predictors at the time.

pair of urban elements β1 β2 β3 error rate (percentage)

buildings–trees −0.032 0.084 0.005 12.7

sky–buildings −0.08 −0.11 0.064 14.4

roads–vehicles −0.015 −0.05 0.023 40.6

sky–trees 0.03 0.11 −0.012 12.8

roads–trees 0.04 0.10 −0.031 13.5

roads–buildings −0.05 −0.097 0.04 20.2
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Since we are using logistic regressions, the quantitative interpretation of the beta coefficients is eased
by the ‘divide by 4 rule’ [44]: we can take the β coefficients and ‘divide them by 4 to get an upper bound
of the predictive difference corresponding to a unit difference’ in beauty [44]. For example, take the
results in the first row of table 7. In the model Pr(beautiful) = logit−1(α− 0.032 · buildings + 0.084 ·
trees + 0.005 · buildings · trees), we can divide −0.032/4 to get −0.008: a difference of 1% in the fraction
of pixels being buildings corresponds to no more than a 0.8% negative difference in the probability of
the scene being beautiful. In a similar way, a difference of 1% in the fraction of pixels being trees
corresponds to no more than a 0.021% positive difference in the probability of the scene being
beautiful. By considering the remaining results in table 7, we find that, across all pairwise
comparisons, trees is the most positive element associated with beauty, while roads and buildings are
the most negative ones. These results match previous literature on what makes urban design of spaces
great [1,2,4,38,40], adding further external validity to our framework’s beautification.
4.4. Q4 Do architects and urban planners find it useful?
To ascertain whether practitioners find FaceLift potentially useful, we build an interactive map of the city
of Boston in which, for selected points, we show pairs of urban scenes before/after beautification
(figure 9). We then send that map along with a survey to 20 experts in architecture, urban planning,
and data visualization around the world. Questions were asked with a non-neutral response Likert
scale (table 8). That is because previous work [45,46] has shown that such a scale: (i) pushes
respondents to ‘take a stance’, given the absence of a neutral response, and (ii) works best
if respondents are experts in the subject matter of the survey as responses of the ‘I don’t know’ type
tend to be rare (as has indeed been the case for our survey). The experts had to complete tasks in
which they rated FaceLift based on how well it supports decision making, participatory urbanism,
and the promotion of green spaces. According to our experts (table 8), the tool can very probably
support decision making, probably support participatory urbanism and definitely promote green
spaces. These results are also qualitatively supported by our experts’ comments, which include: ‘The
maps reveal patterns that might not otherwise be apparent’, ‘The tool helps focusing on parameters to
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Table 8. Urban experts polled about the extent to which an interactive map of ‘FaceLifted’ scenes promotes: (a) decision
making; (b) citizen participation in urban planning and (c) promotion of green cities.

use case definitely not probably not probably very probably definitely

decision making 4.8% 9.5% 38% 28.6% 19%

participatory urban planning 0% 4.8% 52.4% 23.8% 19%

promote green cities 4.8% 0% 47.6% 19% 28.6%
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identify beauty in the city while exploring it’, and ‘The metrics are nice. It made me think more about
beautiful places needing a combination of criteria, rather than a high score on one or two dimensions.
It made me realize that these criteria are probably spatially correlated.’
5. Discussion
FaceLift is a framework that automatically beautifies urban scenes by combining recent approaches of
GANs and deep convolutional networks. To make it usable by practitioners, the framework is also
able to explain which urban elements have been added/removed during the beautification process.
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5.1. Limitations

FaceLift still faces some important challenges. The main limitation is that generative image models are still
hard to control, especially when dealing with complex scenes containing multiple elements. Some of the
beautifications suggested by our tool modify the scenes too dramatically to use them as blueprints for
urban interventions (e.g. shifting buildings or broadening roads). This undesired effect is compounded
by the restricted size and potential biases of the data that we use both for training and for selecting the
scene most similar to the machine-generated image—which might result, for example, in generated
scenes that are set in seasons or weather conditions that differ from the input image. To address these
limitations, more work has to go into offering principled ways of fine-tuning the generative process, as
well as into collecting reliable ground truth data on human perceptions. These data should ideally be
stratified according to the people’s characteristics that impact their perceptions. Performance assessment
frameworks for the built environment (like the Living Building Challenge3) could provide a good source
of non-traditional qualitative measures useful for training and validating the FaceLift algorithm. FaceLift
still faces some important challenges. The main limitation is that generative image models are still hard
to control, especially when dealing with complex scenes containing multiple elements. Some of the
beautifications suggested by our tool modify the scenes too dramatically to use them as blueprints for
urban interventions (e.g. shifting buildings or broadening roads). This undesired effect is compounded
by the restricted size and potential biases of the data that we use both for training and for selecting the
scene most similar to the machine-generated image—which might result, for example, in generated
scenes that are set in seasons or weather conditions that differ from the input image. To address these
limitations, more work has to go into offering principled ways of fine-tuning the generative process, as
well as into collecting reliable ground truth data on human perceptions. This data should ideally be
stratified according to the people’s characteristics that impact their perceptions. Performance assessment
frameworks for the built environment (like the Living Building Challenge4) could provide a good source
of non-traditional qualitative measures useful for training and validating the FaceLift algorithm.

Another important limitation has to do with the complexity of the notion of beauty. There exists a
wide spectrum of perceptive measures by which urban scenes could be considered beautiful. This is
because the ‘essence’ of a place is socio-cultural and time-specific [47]. The collective perception of the
urban environment evolves over time as its appearance and function change [48] as a result of
shifting cultures, new urban policies, and placemaking initiatives [49]. An undiscerning, mechanistic
application of machine learning tools to urban beautification might be undesirable because current
technology cannot take into account most of these crucial aspects. FaceLift is no exception, and this is
why we envision its use as a way to support new forms of placemaking rather than as a tool to
replace traditional approaches. Nevertheless, we emphasize the need of a critical reflection on the
implications of deploying such a technology, even when just in support of placemaking activities. In
particular, it would be beneficial to study the impact of the transformative effect of FaceLift-inspired
interventions on the ecosystem of the city [50,51] as well as exploring the need to pair its usage with
practices and principles that might reduce any potential undesired side effect [52]
6. Conclusion
Despite these limitations, FaceLift has the potential to support urban interventions in scalable and
replicable ways: it can be applied to an entire city (scalable), across a variety of cities (replicable).

We conceived FaceLift not as a technology to replace the decision-making process of planners and
architects, but rather as a tool to support their work. FaceLift could aid the creative process of
beautification of a city by suggesting imagined versions of what urban spaces could become after
applying certain sets of interventions. We do not expect machine-generated scenes to equal the quality
of designs done by experts. However, unlike the work of an expert, FaceLift is able to generate
beautified scenes very fast (in seconds) and at scale (for an entire city), while quickly providing a
numerical estimate of how much some urban elements should change to increase beauty. The user
study we conducted suggests that these features make it possible to inspire the work of decision-
makers and to nudge them into considering alternative approaches to urban interventions that might
not otherwise be apparent. We believe this source of inspiration could benefit non-experts too, for
3See https://living-future.org/lbc/beauty-petal.
4See https://living-future.org/lbc/beauty-petal.

https://living-future.org/lbc/beauty-petal
https://living-future.org/lbc/beauty-petal
https://living-future.org/lbc/beauty-petal
https://living-future.org/lbc/beauty-petal
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example, by helping residents to imagine a possible future for their cities and by motivating citizen action
in the deployment of micro-interventions.

To turn existing spaces into something more beautiful, that will still be the duty of architecture. Yet,
with technologies similar to FaceLift more readily available, the complex job of recreating restorative
spaces in an increasingly urbanized world will be greatly simplified.

Data accessibility. The aggregated version of the data, the best performing models and all the supporting code can be
accessed freely from http://goodcitylife.org/data.php.
Authors’ contributions. S.J. carried out the design and development of the framework, did the data analysis, generated
results and contributed to the writing of the article; D.Q., M.R. and L.M.A. conceived the study, provided insights
and valuable direction to the analysis and contributed to the writing of the article; T.K. developed the data
visualization for the results and conducted the expert survey; N.S. gave feedback on the manuscript. All authors
gave final approval for publication.
Competing interests. We declare we have no competing interests.
Funding. We received no funding for this study.
 .Soc.open

s
References
ci.7:190987
1. Alexander C. 1977 A pattern language: towns,
buildings, constructions. Oxford, UK: Oxford
University Press.

2. Quercia D, O’Hare NK, Cramer H. 2014 Aesthetic
capital: what makes London look beautiful,
quiet, and happy? In Proc. of the 17th ACM
Conf. on Computer Supported Cooperative Work
and Social Computing, Baltimore, MA, 15–19
February, pp. 945–955. New York, NY: ACM.

3. Salesses P, Schechtner K, Hidalgo CA. 2013 The
collaborative image of the city: mapping the
inequality of urban perception. PLoS ONE 8,
e68400. (doi:10.1371/journal.pone.0068400)

4. Jacobs J. 1961 The death and life of great
American cities. New York, NY: Random House.

5. Dubey A, Naik N, Parikh D, Raskar R, Hidalgo
CA. 2016 Deep learning the city: quantifying
urban perception at a global scale. (http://arxiv.
org/abs/1608.01769)

6. DeBotton A. 2008 The architecture of happiness.
Vintage Series. New York, NY: Knopf Doubleday
Publishing Group.

7. Foth M. 2009 Handbook of research on urban
informatics: the practice and promise of the real-time
city. Hershey, PA: Information Science Reference.

8. Foth M, Choi JHj, Satchell C. 2011 Urban
informatics. In Proc. of the ACM 2011 Conf.
on Computer Supported Cooperative Work,
Hangzhou, China, 19–23 March, pp. 1–8.
New York, NY: ACM.

9. Real E, Arce C, Sabucedo JM. 2000 Classification
of landscapes using quantitative and categorical
data, and prediction of their scenic beauty in
north-western Spain. J. Environ. Psychol. 20,
355–373. (doi:10.1006/jevp.2000.0184)

10. Kaplan S, Kaplan R, Wendt JS. 1972 Rated
preference and complexity for natural and urban
visual material. Percept. Psychophys. 12,
354–356. (doi:10.3758/BF03207221)

11. Kaplan R, Kaplan S. 1989 The experience of
nature: a psychological perspective. Cambridge,
UK: CUP Archive.

12. Ulrich RS. 1983 Aesthetic and affective response
to natural environment. In Behavior and the
Natural Environment, pp. 85–125.
Berlin, Germany: Springer.
13. Sampson RJ, Raudenbush SW. 2004 Seeing
disorder: neighborhood stigma and the social
construction of broken windows. Soc. Psychol. Q.
67, 319–392. (doi:10.1177/0190272504
06700401)

14. Lindal PJ, Hartig T. 2012 Architectural variation,
building height, and the restorative quality of
urban residential streetscapes. J. Environ.
Psychol. 33, 26–36. (doi:10.1016/j.jenvp.2012.
09.003)

15. Quercia D, Schifanella R, Aiello LM. 2014 The
shortest path to happiness: recommending
beautiful, quiet, and happy routes in the city. In
Proc. of the 25th ACM Conf. on Hypertext and
Social Media, Santiago, Chile, 1–4 September,
pp. 116–125. New York, NY: ACM.

16. Ball K, Bauman A, Leslie E, Owen N. 2001
Perceived environmental aesthetics and
convenience and company are associated with
walking for exercise among Australian adults.
J. Prev. Med. 33, 434–440. (doi:10.1006/pmed.
2001.0912)

17. Giles-Corti B, Broomhall MH, Knuiman M, Collins
C, Douglas K, Ng K, Lange A, Donovan RJ. 2005
Increasing walking: how important is distance
to, attractiveness, and size of public open space?
Am. J. Prev. Med. 28, 169–176. (doi:10.1016/j.
amepre.2004.10.018)

18. Seresinhe CI, Preis T, Moat HS. 2017 Using deep
learning to quantify the beauty of outdoor
places. R. Soc. open sci. 4, 170170. (doi:10.
1098/rsos.170170)

19. Naik N, Kominers SD, Raskar R, Glaeser EL,
Hidalgo CA. 2017 Computer vision uncovers
predictors of physical urban change. Proc. Natl
Acad. Sci. USA 114, 7571–7576. (doi:10.1073/
pnas.1619003114)

20. De Nadai M, Vieriu RL, Zen G, Dragicevic S, Naik
N, Caraviello M, Hidalgo CA, Sebe N, Lepri B.
2016 Are safer looking neighborhoods more
lively? A multimodal investigation into Urban
Life. In Proc. of the ACM on Multimedia Conf.
(MM), Amsterdam, The Netherlands, 15–19
October, pp. 1127–1135. New York, NY: ACM.

21. Arietta SM, Efros AA, Ramamoorthi R, Agrawala
M. 2014 City forensics: using visual elements to
predict non-visual city attributes. IEEE Trans. Vis.
Comput. Graph. 20, 2624–2633. (doi:10.1109/
TVCG.2014.2346446)

22. Law S, Seresinhe CI, Shen Y, Gutierrez-Roig M.
2018 Street-Frontage-Net: urban image
classification using deep convolutional neural
networks. Int. J. Geogr. Inf. Sci. pp. 1–27.

23. Law S, Paige B, Russell C. 2018 Take a look
around: using street view and satellite images
to estimate house prices. (http://arxiv.org/abs/
1807.07155)

24. Goodfellow I, Pouget-Abadie J, Mirza M, Xu B,
Warde-Farley D, Ozair S, Courville A, Bengio Y.
2014 Generative adversarial nets. In Advances in
Neural Information Processing Systems,
pp. 2672–2680.

25. Ledig C et al. 2017 Photo-realistic single image
super-resolution using a generative adversarial
network. In Proc. of the IEEE Conf. on Computer
Vision and Pattern Recognition, pp. 4681–4690.
IEEE.

26. Pathak D, Krahenbuhl P, Donahue J, Darrell T,
Efros AA. 2016 Context encoders: feature
learning by inpainting. In Proc. of the IEEE Conf.
on Computer Vision and Pattern Recognition,
pp. 2536–2544. (doi:10.1109/CVPR.2016.278)

27. Yan X, Yang J, Sohn K, Lee H. 2015
Attribute2image: conditional image generation
from visual attributes. CoRR. (http://arxiv.org/
abs/1512.00570)

28. Taigman Y, Polyak A, Wolf L. 2016 Unsupervised
cross-domain image generation. (http://arxiv.
org/abs/1611.02200)

29. Ma L, Sun Q, Georgoulis S, Van Gool L, Schiele
B, Fritz M. 2018 Disentangled person image
generation. In Proc. of the IEEE Conf. on
Computer Vision and Pattern Recognition,
pp. 99–108. IEEE.

30. Nguyen A, Dosovitskiy A, Yosinski J, Brox T,
Clune J. 2016 Synthesizing the preferred inputs
for neurons in neural networks via deep
generator networks. In Advances in Neural
Information Processing Systems, pp. 3387–3395.

31. Alhaija HA, Mustikovela SK, Mescheder L, Geiger
A, Rother C. 2018 Augmented reality meets
computer vision: efficient data generation for

http://goodcitylife.org/data.php
http://dx.doi.org/10.1371/journal.pone.0068400
http://arxiv.org/abs/1608.01769
http://arxiv.org/abs/1608.01769
http://arxiv.org/abs/1608.01769
http://dx.doi.org/10.1006/jevp.2000.0184
http://dx.doi.org/10.3758/BF03207221
http://dx.doi.org/10.1177/019027250406700401
http://dx.doi.org/10.1177/019027250406700401
http://dx.doi.org/10.1016/j.jenvp.2012.09.003
http://dx.doi.org/10.1016/j.jenvp.2012.09.003
http://dx.doi.org/10.1006/pmed.2001.0912
http://dx.doi.org/10.1006/pmed.2001.0912
http://dx.doi.org/10.1016/j.amepre.2004.10.018
http://dx.doi.org/10.1016/j.amepre.2004.10.018
http://dx.doi.org/10.1098/rsos.170170
http://dx.doi.org/10.1098/rsos.170170
http://dx.doi.org/10.1073/pnas.1619003114
http://dx.doi.org/10.1073/pnas.1619003114
http://dx.doi.org/10.1109/TVCG.2014.2346446
http://dx.doi.org/10.1109/TVCG.2014.2346446
http://arxiv.org/abs/1807.07155
http://arxiv.org/abs/1807.07155
http://arxiv.org/abs/1807.07155
http://dx.doi.org/10.1109/CVPR.2016.278
http://arxiv.org/abs/1512.00570
http://arxiv.org/abs/1512.00570
http://arxiv.org/abs/1512.00570
http://arxiv.org/abs/1611.02200
http://arxiv.org/abs/1611.02200
http://arxiv.org/abs/1611.02200


royalsocietypublishing.org/journal/rsos
R.Soc.open

sci.7:190987
17
urban driving scenes. Int. J. Comput. Vision 126,

961–972. (doi:10.1007/s11263-018-1070-x)
32. Herbrich R, Minka T, Graepel T. 2007 TrueSkill:

a Bayesian skill rating system. In Advances in
Neural Information Processing Systems,
pp. 569–576. Cambridge, MA: MIT Press.

33. Zhou B, Lapedriza A, Xiao J, Torralba A, Oliva A.
2014 Learning deep features for scene
recognition using places database. In Advances
in Neural Information Processing Systems,
pp. 487–495. Cambridge, MA: MIT Press.

34. Krizhevsky A, Sutskever I, Hinton GE. 2012
Imagenet classification with deep convolutional
neural networks. In Advances in Neural
Information Processing Systems, pp. 1097–1105.
Cambridge, MA: MIT Press.

35. Szegedy C, Liu W, Jia Y, Sermanet P, Reed S,
Anguelov D, Erhan D, Vanhoucke V, Rabinovich
A. 2015 Going deeper with convolutions. In
Proc. of the IEEE Conf. on Computer Vision and
Pattern Recognition, pp. 1–9. IEEE.

36. Dosovitskiy A, Brox T. 2016 Generating images
with perceptual similarity metrics based on
deep networks. In Advances in Neural
Information Processing Systems, pp. 658–666.
Cambridge, MA: MIT Press.

37. Ewing R, Clemente O. 2013 Measuring urban
design: metrics for livable places. Washington,
DC: Island Press.
38. Quercia D, Aiello LM, Schifanella R, Davies A.
2015 The digital life of walkable streets. In Proc.
of the 24th ACM Conf. on World Wide Web
(WWW), Florence, Italy, 18–22 May, pp. 875–
884. New York, NY: ACM.

39. Speck J. 2012 Walkable city: how downtown can
save America, one step at a time. New York, NY:
Farrar, Straus and Giroux.

40. Lynch K. 1960 The image of the city. Cambridge,
MA: MIT Press.

41. Quercia D, Pesce JP, Almeida V, Crowcroft J.
2013 Psychological Maps 2.0: a web
gamification enterprise starting in London.
In Proc. of ACM Int. Conf. on World Wide Web
(WWW). New York, NY: ACM.

42. Quercia D, Aiello LM, Schifanella R, Davies A.
2015 The digital life of walkable streets. In Proc.
of the 24th Int. Conf. on World Wide Web,
pp. 875–884. International World Wide Web
Conferences Steering Committee.

43. Badrinarayanan V, Kendall A, Cipolla R.
2015 Segnet: a deep convolutional
encoder-decoder architecture for image
segmentation. (http://arxiv.org/abs/
1511.00561)

44. Vaughn BK. 2008 Data analysis using regression
and multilevel/hierarchical models. J. Educ.
Meas. 45, 94–97. (doi:10.1111/j.1745-3984.
2007.00053_2.x)
45. Baka A, Figgou L, Triga V. 2012 ‘Neither agree,
nor disagree’: a critical analysis of the middle
answer category in Voting Advice Applications.
Int. J. Electron. Gov. 5, 244–263. (doi:10.1504/
IJEG.2012.051306)

46. Moors G. 2008 Exploring the effect of a middle
response category on response style in attitude
measurement. Qual. Quant. 42, 779–794.
(doi:10.1007/s11135-006-9067-x)

47. Norberg-Schulz C. 1980 Genius loci: towards a
phenomenology of architecture. New York, NY:
Rizzoli.

48. Brand S. 1995 How buildings learn: what happens
after they’re built. London, UK: Penguin.

49. Foth M. 2017 Lessons from urban guerrilla
placemaking for smart city commons. In Proc. of
the 8th Int. Conf. on Communities and
Technologies, Troyes, France, 26–30 June,
pp. 32–35. New York, NY: ACM.

50. Dourish P. 2016 Algorithms and their others:
algorithmic culture in context. Big Data Soc. 3,
2053951716665128. (doi:10.1177/2053951
716665128)

51. Kitchin R. 2017 Thinking critically about and
researching algorithms. Inf. Commun. Soc. 20,
14–29. (doi:10.1080/1369118X.2016.1154087)

52. Kitchin R. 2016 The ethics of smart cities and
urban science. Phil. Trans. R. Soc. A 374,
20160115. (doi:10.1098/rsta.2016.0115)

http://dx.doi.org/10.1007/s11263-018-1070-x
http://arxiv.org/abs/1511.00561
http://arxiv.org/abs/1511.00561
http://arxiv.org/abs/1511.00561
http://dx.doi.org/10.1111/j.1745-3984.2007.00053&lowbar;2.x
http://dx.doi.org/10.1111/j.1745-3984.2007.00053&lowbar;2.x
http://dx.doi.org/10.1504/IJEG.2012.051306
http://dx.doi.org/10.1504/IJEG.2012.051306
http://dx.doi.org/10.1007/s11135-006-9067-x
http://dx.doi.org/10.1177/2053951716665128
http://dx.doi.org/10.1177/2053951716665128
http://dx.doi.org/10.1080/1369118X.2016.1154087
http://dx.doi.org/10.1098/rsta.2016.0115

	FaceLift: a transparent deep learning framework to beautify urban scenes
	Introduction
	Related work
	Perception of physical spaces
	Ground truth of urban perceptions
	Deep learning and the city
	Generative models

	FaceLift framework
	Step 1: Curating urban scenes
	Step 2: Training a beauty classifier
	Step 3: Generating a synthetic beautified scene
	Step 4: Returning a realistic beautified scene
	Step 5: Identifying characterizing urban elements

	Evaluation
	Q1 People’s perceptions of beautified scenes
	Q2 Are beautified scenes great urban spaces?
	H1 Beautified scenes tend to be walkable.
	H2 Beautified scenes tend to offer green spaces
	H3 Beautified scenes tend to feel private and ‘cosy’
	H4 Beautified scenes tend to be visually rich

	Q3 Urban elements characterizing beautified scenes
	Q4 Do architects and urban planners find it useful?

	Discussion
	Limitations

	Conclusion
	Data accessibility
	Authors' contributions
	Competing interests
	Funding
	References


